
Shuffling a Few Stalls in a Crowded Bazaar
Potential Impact of Document-side Fairness on Unprivileged Info-seekers

This research aims to bridge gaps between fairness
theory and web search system realities.  There remain
both practical and relatedly ethical barriers to the
adoption of fairness practice within web search,
especially within open web search (i.e. transparent, non-
centralised search).  Addressing practical barriers is
often a task for industry.  However, fairness lies outside
the profit motive, and it is therefore the place of the
academy and non-profits to identify and tackle these
remaining problems.  Otherwise, academic fairness
efforts appear performative.

Abstract

Research Questions

Assume lots of duplicate queries (or none)

Assume groups rely on the system evenly

Assume salient biases are known

More compute is better

(available and necessary)
How large is the user base?
How much do different searcher groups rely on the system?
What are the salient fairness considerations for the information need?
What are the resources available/necessary?

Current State-of-the-art

Hypotheses

John Rawls, 1971:

“First maximize the welfare of the worst off.”

Provider-side FairIR (pre-2024):

Purported Outcome:
Fairer allocation of society's resources.

Other Outcome:
Fewer public relations issues for powerful, non-transparent
tech firms.

What would fair text retrieval research effort look like if the
culture of computing tools and services looked like this?

… and less like this?

“… aims to shape the development and
evolution of an internet that responds to people’s
fundamental needs, including trust, security, and
inclusion”

“… tackles climate change, helps to achieve the
UN’s Sustainable Development Goals and boosts
the EU’s competitiveness and growth."

“Supporting the creation of an ecosystem of
interoperable digital services, that make the
European Digital Single Market work in
practice."

Researchers in IR are
starting to take societal
impact seriously.
(2000 → Present)

Recent EU funding for a fairer, more transparent web

“openwebsearch.eu will create an open European
infrastructure for internet search, based on
European values and jurisdiction.”

Many proposed methods assume significant computing
resources and centralized access to static identity information
spanning searchers and search subjects.

However…

Small-to-medium sized business is thereby incentivized
to imitate computing culture at larger tech firms: thus
increasing carbon emissions and contributing to Big-
tech cultural hegemony.

Researchers in IR are
starting to take societal
impact seriously.
(2000 → Present)

“… facilitate the prevention, detection, and
management of discrimination in human
recommendation."

Most proposed methods work for recommendation,
and not yet for ad-hoc web search.

Simulation-based research justification
Hypotheses 2 and 3 (rephrased): Without
novel methodologies, blindly applying
fair ranking techniques to ad-hoc search
can lead to disparate impact among
unprivileged or understudied searchers.

Step #1

We simulate userbases in two
competing systems, informed by polls
and social science research into
homophily and segregation across
social networks and information
systems [11, 12, 13].  modelling the information system choices made by users

Under these assumptions, blind application of document-side fairness
to ad-hoc search might disparately impact unprivileged info-seekers.

Without decent fair ranking techniques that work
on currently democratized hardware, small-to-
medium sized businesses are locked out of the
fairness PR benefits enjoyed by larger tech firms.

  modelling broader search engine utility to various user groups

Small-to-medium sized firms employ 2/3 of the European
workforce, and account for 99.8% of non-financial enterprises.

  modelling “empowered disillusionment” from a poorly performing system

variables and notation used in the simulation

We repeated the simulation with varying values for the “noticing
threshold" and privileged system segregation level.  When
simulated users are less prone to noticing quality decreases, there
is less privilege-based disparate impact.  When segregation levels
are low, disparate impact is also low.  However, quantitative social
science research reveals that identity-based segregation, i.e.
homophily, is both significant and widespread, except in
ubiquitous networks [11].

i.e. not this

So, what are the salient biases for each web search query?
Since this is ethical CS research, how can we calculate these bias saliencies
without relying on Mechanical Turk economies?
How can we perform these estimations (and the fairness intervention itself)
in a way that is reproducible in businesses of all shapes and sizes, not just
those with data centres?

User: Show me images of
German soldiers ca. 1944.

System:
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Conclusion: Varied fairness interventions within web
search should be applied at appropriate moments and
with appropriate degree.  We consider this an ethical
issue as much as it is a system performance issue.
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